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1  Checking the Affected Clusters
Procedure
1. Log in to the MRS management console.
2. In All service, select MapReduce Service.
3. Choose Cluster > Active Cluster. Then check the cluster creation time in the Created column.
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4. If the creation time of clusters is between 2018-02-17 00:00:00 GMT+02:00 and 2018-04-27 00:00:00 GMT+02:00, the clusters are affected by an OS crash issue.
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Perform only operations in chapter 2 

REF _EN-US_TOPIC_0109034030-chtext \h
How to Resolve an Emergency OS Crash Issue for the Affected Clusters and chapter 3 

REF _EN-US_TOPIC_0109034031-chtext \h
How to Log In to All ECS Nodes of the MRS Cluster on the affected cluster.
2  How to Resolve an Emergency OS Crash Issue for the Affected Clusters
Procedure
Run the following commands to disable the ibpb and ibrs functions to prevent an OS crash.
5. Log in to all ECS nodes of the MRS cluster, and run the following commands as user root.
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For details about how to remotely log in to the ECS, see 3 

REF _EN-US_TOPIC_0109034031-chtext \h
How to Log In to All ECS Nodes of the MRS Cluster.
6. Run the following commands to disable the ibpb and ibrs functions when the OS is running:
echo 0 > /sys/kernel/debug/x86/ibpb_enabled
echo 0 > /sys/kernel/debug/x86/ibrs_enabled
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7. Before modifying the grub configuration file, run the cp /boot/grub2/grub.cfg  /tmp command to back up the configuration file.
8. Run the vi /boot/grub2/grub.cfg command to open the grub configuration file.
9. In the file opened in step 4, add noibrs noibpb at the end of line 96 that starts with linux16 to disable the ibrs and ibpb functions during startup, and save the file.
The following figure shows the new content of line 96 that starts with linux16 in file /boot/grub2/grub.cfg.
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Exercise caution when adding information to prevent an OS startup failure.
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10. Save the grub configuration file.
3  How to Log In to All ECS Nodes of the MRS Cluster
Procedure
11. Log in to the MRS management console.
12. In All service, select MapReduce Service.
13. Choose Cluster > Active Cluster. Click a cluster name to access the cluster basic information page.
14. On the page, you can view all the ECS nodes belonging to this cluster. Click the link of each node in the Name column to redirect to the Elastic Cloud Server page, as shown in the following figure.[image: image10.jpg]@
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15. On the Elastic Cloud Server page of the node, click Remote Login to log in to the node.
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16. Enter the username and password of this ECS node as tips. For example, linux is the username, and X3NcKe8gc is the password.
[image: image12.png]1 Initial login with linux:X3NcKeBgC
—core-S jcol login: 1inux

Togin: Ved Apr 25 21746745 on ttyl

T T T R T T ey
Inportant 111 I
Please change passuord for user limx after first login. #

T T I T e T

[1inux@node-core-S jcoll “1§ sudo su -
login: lied Apr 25 21:46:46 CEST 2018 on ttyl
[rootenode-core-Sjcoll ~18




17. Run the sudo su – command to switch to user root.
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18. Repeat 4 to 6 on all nodes in this MRS cluster.
